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Dataset - &% 2K ;R

e PTT-Gossiping-Corpus BIEFAE, XN EFHEEFEEE20194F
o MRMITEEEILRIR, AIREA X F
o GitHub ez:F2 X &% EE

e HEFEZFERK
o JEE/\ERFDEAE "[RAE] rHITERE ] RIS
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Dataset - QA$IE

o BRAEAIMXNEAFAEHENH, B EEMEEE/FRIE

o TR [ (Q)
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o (FRAFHIRMEEEE weight, BEEXETEN#ESE, REEE

{F: 4, AT 1,981, €1, .....)
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Dataset - QA&
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Dataset - PTT & B &7
e Python WordCloud E#
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Preprocess - Word-based

o AFTHEIEIL Tokenizer, #21k 56130 {EE

o /4T Q 1 A Y token =, KEREE 7~13 £EH
o QAZXE#IAIEEE| 30, ELt# padding token E|&EE 30

['<sos>', AR, 2L E WY, 1 A '<end>!, '<pad>', '<pad>', '<pad>', '<pad>' ... ... ... ...
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Preprocess - Char-based

o AFTHEFEILEIL Tokenizer, {8+t 5434 {Ez

o KT Q F1 A B token BLE D

o QxE#EEE| 37, EIt# padding token F|EE 40
o ARXxE#BAIEER| 30, Et4#H padding token E|KE 30
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Model

Word-based parameters = 82M
Char-based parameters = 21M
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Char-based Training

e Epoch: 30

e Loss function: Cross Entropy
e Optimizer: Adam

e Train:Val = 10000:8900

= train loss
- val loss
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Word-based Predict

o HMETHREAABELERERERE?
o BRELEMBST

o NRZHEZRZXEW?
o AEHAIEREHRATRY
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o REREXERMEH



Char-based Predict

o FIDMIEHIMEKEHIRS DIKEE?
o FHEMG KK KKK IR K5 K R

o HIXERIE|ITEE"
o ITEEHMAHMEBITEEGM

o WNAERIA/NEMIANEBEERBIA
o {REIANEHEEZABIA



Telegram Bot

e {#F python-telegram-bot Gz%, BAZERIE IR Telegram B9 BotFather BEE

Token
o HNITTE i5-8265U, MX150 B8~ FHIEE L, TE 1~2 ¥ B9TE BRI

REREH 11.01 PV w
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Example 2 - &%&
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Example 3 - B
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Example 4 - B
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Example 5 - [hi&
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Example 6 - [hi&
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Conclusion

e Char-based BBt Word-based 47 #E 8| 2 7 58 71 3417 RO B (%
o FHZHASWERMIIEIFE
o AHAEHFE. FHIKAELLERSH PTT
e Improvement
o {$F CKIP #9H13Z Pretrain Word Embedding
o Attention
o BERT
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